A quadratic programming approach for the mosaicing of virtual slides that incorporates the positioning accuracy of the microscope stage
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Abstract—We describe a novel approach for creating virtual slides that incorporates the positioning accuracy of the microscope stage in the optimization step. To capture a complete slide in microscopy, a large number of fields of view have to be acquired by moving the microscope stage in a controlled way. These fields of view are aligned in such a way that a globally consistent virtual slide is formed. However, depending on the positioning repeatability of the stage and the accuracy of the stage calibration, this results in alignment errors. These errors are usually resolved by applying a mosaicing algorithm. Our algorithm extends known mosaicing approaches by analyzing the positioning accuracy of the stage and incorporating this knowledge to make the mosaicing process more robust.

I. INTRODUCTION

Conventional light microscopy is one of the most commonly used and most powerful techniques for the inspection and diagnosis of biological probes. However it is constrained by several factors. Stain colors can change or fade with time. This is particularly true for immunofluorescence staining techniques that are often only useful in a very small time frame[1]. Biological Probes tend to age. Slides are unique and cannot be reproduced for example the slide glass can easily break [1], [2]. Microscopes only visualize a small part of a slide at a time and magnifications are limited to the available objectives. Simultaneous viewing is constrained to a very small group of observers and the slide has to be physically present. It is not possible to annotate regions of interest on the slide.

One goal of virtual microscopy is to solve these problems by replacing the direct work with the microscope and the slide with the use of digitized probes. For this purpose the slide is scanned once by a fully automated robotic microscope and saved digitally. Such a digitized probe has none of the problems mentioned above. Additionally it even can be examined from afar on any computer as if it was physically present. Areas of interest, for example cancerous cells, can be annotated on the slide and thus, it is still possible to retrace why an examiner made a specific diagnosis later on. Thus, in the long run virtual microscopy can potentially replace traditional microscopy.

Nevertheless, there are still impediments that have not been entirely solved. This article covers one of these impediments: the correct alignment of all fields of view (FoV) in biological probes with large areas of no information content, such as probes from cytometry. A slide is simply too large to be captured with one image at a reasonable magnification. Considering the case of 20-fold magnification and a typical color camera, that produces a 1000 * 1000 pixel image and has a cell size of 7.4µm*7.4µm. This means, that each pixel covers an area of 0.37µm*0.37µm and each field of view captured an area of 0.37mm*0.37mm. Of course it depends on the kind of probe scanned, however to give an example, if the valid area that has to be scanned is 2cm*3cm, this means that roughly 55*82 = 4510 FoV have to be acquired. The scanning process of the slide to be virtualized is usually done by computer-controlled motorized stages, which must furthermore be accurately calibrated. However, no matter how carefully calibrated, motorized stages have positioning errors that are bound to accumulate during the scanning process, and therefore lead to alignment errors in the virtual slide. Thus, one major challenge in virtual microscopy is the development of algorithms that align all acquired FoV in such a way that the originally scanned slide is completely reconstructed.

The conventional approach for the mosaicing is to scan the slide in a first step and in a second step to register each FoV with its neighboring FoV, followed sometimes by an optimization stage. The schematic Fig. 1 shows the difference between a mosaic obtained by optimization and one that has been acquired by naive consecutive alignment.

The necessity of the optimization scheme is obvious if one considers three images that have been registered to each other and thus result in three transforms. In a perfect environment these transforms will result in an overdetermined but consistent system of equations; when concatenated they result in an identity transform. However since the transforms are measurements on real-world images that are subject to noise and other degradations, they are prone to error. The idea of optimization is then to minimize the average measurement errors by distributing them for example equally over all transforms or, if a measurement of the reliability of the
transforms is given, giving more reliable transforms a higher priority.

In this paper we focus on the optimization step. Usually the optimization step is completely detached from the image acquisition step. However, if one analyzes the positioning accuracy of the stage, it is clear that the positioning varies in a specific area. We utilize this knowledge to make the optimization step more robust by specifying upper and lower bounds for the possible image repositioning in the mosaicing process. The problem of optimization is solved using quadratic programming with inequality constraints.

We outline related work in Sec. II. Image acquisition is described in Sec. III. We present our approach to image mosaicing in Sec. IV and give an evaluation in Sec. V before we conclude in Sec. VI.

II. RELATED WORKS

Mosaicing algorithms usually can be divided into two separate steps. In the first step neighboring images are pairwise registered by applying area-based or feature-based registration algorithms. The transform parameters estimated are then in a second step bundle adjusted to retrieve a globally consistent transform space. Szeliski [3] has presented an authoritative survey of both local and global image stitching methods. Szeliski’s focus however lies on multiple viewpoint image alignment and the generation of panoramas under affine transform constraints. This is a more general problem than the one in virtual microscopy, where the transform space of the images is strictly translational. Thus, this problem allows for more specialized mosaicing algorithms.

In his article on the stitching of scenes with moving objects, Davis [4] derived a system of linear equations from pairwise registrations and solved it using a least squares approach to get a globally optimized transform space. Problematic about Davis’ approach is that by solving the system in a least square sense, he distributes the error equally over all transforms. This can only be justified if the error in the transforms is strictly Gaussian. Kang et al. [5] proposed a graph-theoretic approach for the global registration of 2D mosaics under projective transform constraints.

Surprisingly, only a few articles can be found in literature that deal with the stitching of virtual slides directly. Sun et al. use feature matching with the Harris-Corner Detector and they do a global geometric correction with an objective function that minimizes the Euclidean distance between the feature points when the transform is applied [6]. Appleton et al. approach the image stitching problem as a global optimization problem [7]. They use dynamic programming and a similarity function to place a complete row of images with respect to previously placed rows at a time. However, since they only place one row at a time this is only partly a global optimization which would require placing all images at once. Additionally they needed an overlap of 45% between images in order to get good results. This results in a very large scan time. In a previous paper [8] we utilized Davis’ [4] idea of creating a system of linear equations for the optimization step and extended it by weighting each transform according to its reliability. Thus we could solve the equation system in a weighted least square sense. This approach gave objectively improved results compared to the unweighted solution. However under certain circumstances this approach still exhibits errors. Mostly on slides with significantly big areas of low information content and thus low correlation values some of the images in these areas are not correctly repositioned.

III. IMAGE ACQUISITION

Within this work images were acquired using a fully automatized microscopy system consisting of a Leica DM6000B microscope with a z-axis, a motorized stage by Ludl Electronic Products and a color camera, model Pike by Allied Vision Technologies. For the examples of cervical cytometry and histology, images were acquired using a 20× dry objective. The blood smear slides were scanned using a 10× dry objective. The camera produces a 1000×1000 pixel image with a CCD chip of 10.5mm diagonal and an effective cell size of 7.4×7.4µm. 0.37+0.37µm² for the 20× dry objective. The stage camera system was carefully calibrated in order to get an accurate transform between pixel coordinates of the camera and hardware coordinates of the stage. However with a resolution of 0.4µm, a repeatability of 2.0µm and an accuracy of 10.0µm for the stage used in our system, image alignment cannot be done just by accurately moving the stage.

The slides are scanned using a meandering strategy (alternating left to right, right to left and top to bottom). Acquisition of images was done with an overlap of 20% between adjacent images of the image size. Thus an estimate of where each image on the virtual slide is positioned and how they overlap is already known.

IV. IMAGE MOSAICING

Image Mosaicing in virtual microscopy is the geometric reconstruction of the actual slide from many fields of view. Modern microscopy systems, as for example used in clinical
work areas and also in our setup, are already corrected with regard to most geometric distortions. Thus the dominant source of error is translational and the transform space can be restricted to two parameters, which are the translations in $x$- and $y$-direction. The goal of stitching is to align each field of view with the neighboring fields in such a way that there are almost no visible geometric distortions.

Our algorithm is divided into three steps. In the first step, the transformations between each field of view and its direct neighbors, and how well they match, is determined. In the second step, these parameters are used to get an estimate of the positioning accuracy of the stage. This knowledge is utilized to statistically specify upper and lower bounds for the possible relocation of the images. In the final step, a weighted equation system is formed using the transform parameters from the first step that is inequality constrained by the parameters from the second step. This system can be transformed to an inequality constrained quadratic programming problem. Such a system is solvable using the Karush-Kuhn-Tucker theorem.

A. Transform determination and equation system formulation

The determination of the transformations and the equation system has been presented in our previous work [8]. Here we will only give a short introduction for the sake of completeness.

As in our previous works [8] and [9] we choose the inversely transformed normalized cross power spectrum with Forooosh et al’s [10] extension for subpixel accuracy for the determination of the transformation between two adjoining images. It can be shown that cross-correlation is the optimal statistical estimator function under the assumption of translational displacement and additive white Gaussian noise [11]. For the case of the normalized cross power spectrum this cannot be analytically shown. However, contrary to cross-correlation, the inversely transformed normalized cross power spectrum has the advantage that the correlation energy is completely concentrated in one point or in the case of subpixel displacement in the direct neighborhood of the peak. The ease and security of detecting this point makes the inversely transformed normalized cross power spectrum a very attractive method for image processing. Additionally this method gives a measurement of the quality of the determined transform. Two images that perfectly match and are not corrupted by any noise would give a correlation value of one as peak correlation value. Consequently lower correlation values are a hint that the resulting transforms are less reliable. Note, that in light microscopy the area with no information content is always white, since the light can pass unobstructed through the slide and the optics to the detector. This means, if one correlates two images taken at areas of the slide with no information content, this would result in a correlation value close to the maximum of one. To avoid this problem, we invert each image.

For each field of view (besides the right and bottom border images) the translation to its right, and to its bottom neighbor is determined as depicted in Fig. 1b. The global positioning $p_j$ of image $I_j$ can be calculated by first calculating the positioning of the neighboring image $p_i$ of image $I_i$ and using the translation vector $t_{i,j}$ to cast image $I_i$ in the space to image $I_j$:

$$p_j = p_i + t_{i,j} ightarrow p_j - p_i = t_{i,j} \text{ with } 1 \leq i, j \leq N. \quad (1)$$

If the image $I_1$ is set to the origin of the virtual slide coordinate system and all transformation parameters are taken into account, a sparse linear equation system is built with $t_{i,j}$ being the known parts of the equations:

$$A \begin{bmatrix} p_1 \\
... \\
p_N \end{bmatrix} = \begin{bmatrix} t_{1,2} \\
... \\
t_{N,N-1} \end{bmatrix} \rightarrow Ap = t. \quad (2)$$

Since each image in a 4-connected neighborhood has two or more neighbors, this system is overdetermined. Such a system can be solved in a least square sense. To make the least square approach more robust we weight each equation with the peak correlation value of the transformation. This results in a diagonal weighting matrix $W$ with the corresponding weighted least square problem:

$$\arg\min_{p} (\|W(Ap - t)\|_2^2). \quad (3)$$

Transforms that exhibit a correlation value of smaller than 0.15 are weighted with 0. Thus unreliable transforms are not taken into account. The threshold of 0.15 was empirically determined.

B. Analysis of positioning accuracy

Positioning accuracy of the microscope system is not only subject to the mechanical and controller accuracy of the stage but also subject to the accuracy of the calibration used. For example there might be direction dependent offsets because of miscalibration or rounding errors. Since we scan the slides in a meandering way, we have three different directions (left to right, right to left and top to bottom) that have to be analyzed separately. Since the stage is always moved for the same distance for each of the three mentioned directions the calibration dependent offset should be constant in the respective direction.

Our analysis is based on the error offset $t_{\text{off}}$ between the transform parameters projected by moving the stage $t_{\text{proj}}$ in the specific direction and the acquired transform parameters $t$:

$$t_{\text{off}} = t_{\text{proj}} - t. \quad (4)$$

To get a measurement of the calibration dependent offset, the mean in $x$- and $y$- direction of $t_{\text{off}}$ could be calculated for the three scanning directions. While the inversely transformed normalized cross power spectrum is a very reliable estimator, in real-world applications misregistrations (outliers) happen. An outlier could be given a far too high weight using the mean. Thus, to make the estimation more robust we calculate the median in $x$-direction $\tilde{t}_{x-\text{off}}$ and in $y$-direction $\tilde{t}_{y-\text{off}}$ as an estimator for the calibration dependent offset in each of the three directions. The median
is calculated by ordering a list of values from small to high and taking the middle one. The scatter plot with histograms shown in Fig. 2 visualizes the error offset (compare Eq. 4) of a typical scan when moving the stage from left to right. Additionally the mean and median as well as the bound constraint is marked. Clearly, the median gives a better estimate of the calibration dependent offset than the mean. Since the distribution in $x$- and $y$-direction is not Gaussian, the mean is further away from the distribution center than the median.

The mechanical and controller accuracy of the stage should then result in offsets that vary around the median. As an estimate of this we use the median absolute deviation in $\sigma_{x-off}$ and in $\sigma_{y-off}$. For simplicity in the remainder of the document the vector consisting of $\bar{x}_{off}$ and $\bar{y}_{off}$ will be denoted with $\bar{\mu}_{off}$ and the vector consisting of the two median absolute deviation values with $\bar{\sigma}_{off}$. These values can be used to specify upper and lower bounds for the variation of the possible position of the images. However empirically determined we got better result when using 3-times the absolute median deviation as boundary constraint. The schematic in Fig. 3 visualizes these constraints for $3 \times 3$ FoV.

Assuming that the images $I_1$ to $I_N$ are in the successive order of the scan we get the following upper and lower constraints:

$$p_{i+1} - p_i \leq t_{proj,i+1} + \bar{\mu}_{off} + 3 * \bar{\sigma}_{off}, \quad i \in [1, N - 1]$$ (5)

$$p_i - p_{i+1} \leq -t_{proj,i+1} - \bar{\mu}_{off} + 3 * \bar{\sigma}_{off}, \quad i \in [1, N - 1]$$ (6)

where $\bar{\mu}_{off}$ and $\bar{\sigma}_{off}$ are dependent on the direction of the scan as mentioned before. In matrix notation this leads to the non-equality constraint:

$$Cp \leq b.$$ (7)

C. Problem formulation

Resolving the weighted least squares equation system Eq. 3 and taking the constraints derived in Sec. IV-B into account, yields the following optimization problem:

$$\text{argmin}_{p} (t^T W^2 t - 2t^T W^2 A p + p^T A^T W^2 A p)$$ (8)

subject to

$$Cp - b \leq 0.$$ (9)

A convex optimization problem with a quadratic function and non equality constraints is a quadratic program. Quadratic programs can be solved using the Karush-Kuhn-Tucker (KKT) theorem. The KKT theorem is basically an extension of the Lagrangian multipliers whereby the inequality constraints are either active or inactive. Active means that an inequality constraint really constraints the solution and thus is of Lagrangian type. While an inactive constraint is a constraint that is not constraining the solution and thereby not affecting the solution.

V. Evaluation

Stitching algorithms are typically only visually evaluated. Especially in microscopy an objective evaluation is a difficult task, since there is no ground truth available, that the stitched image can be compared against. In previous work, we therefore presented a method that is based on the generation
of cervical synthetic virtual slides to get a ground truth about the positioning accuracy of the stitching algorithm [8]. For the purpose of generating such a synthetic slide, on several real-world slides the distribution of the cells is analyzed and the average background color is measured. Subsequently, a scene is generated with the average background color matching the measured one. On this scene images of cervical cells and cervical cell clusters are distributed according to the measured real-world distribution. This scene is then cut in 1000 × 1000 pixel² FoV that each have roughly a 20% overlap to the adjacent images. To imitate the positioning accuracy of the stage, the cutting positions randomly vary around the projected cut. Each field is separately corrupted by additive white Gaussian noise. The fields can then be stitched using a mosaicing algorithm and the resulting FoV positions of the FoV can be compared against the actual known cut positions.

For this work we extended this approach to better match the real circumstances in microscopy. Thus we do not only let the cut position vary around the projected cut, but we also introduce additional offsets that are based on the measured median offsets for the three scanning directions of a real slide as introduced in Sec. IV-B. Additionally, since we want to prove that the algorithm is specifically suitable for slides with areas of low information content, we make sure that randomly with a probability of 20% the overlap areas between adjacent FoV are completely void of information content. Further, each FoV is shaded to simulate the brightness distribution present in microscopy. For the purpose of shading, an image of a area on a slide with no information content has been taken, as white reference image. The shading has been done by inversing the two-point calibration scheme using an empty black reference image, as for example defined by Jähne [12]. The size of the synthesized slides used for evaluation has been extended to 20 × 30 FoV. An example of such a synthetic slide is shown in Fig. 4.

A. Evaluation on synthetic slides

150 synthetic slides each with 20 × 30 FoV have been generated. These slides were stitched using the presented algorithm. For comparison they were also evaluated using the weighted least squares optimization previously presented by us [8]. Additionally they were evaluated using standard least square optimization as introduce by [4] and using naive consecutive stitching without optimization. For each field of view the error metric is the relative Euclidean distance between the reference translational vector to every neighboring field of view and the translational vector that results from the different stitching schemes.

Tab. I reproduces the results obtained by the evaluation and clearly shows that the presented method yields the best results. At first glance the rather high mean error 1.82 pixel does not seem to be a very promising result. However, one has to be aware that these results also include FoV with empty overlap areas that cannot be exactly placed. Thus the median error of 0.820 pixel gives a better estimate of the positioning accuracy. Considering this it is clear that the vast majority of all FoV could be accurately placed. The weighted least squares optimization scheme yields good results with a median positioning error of 0.822 pixel. However considering that the mean and standard deviation is much higher compared to the proposed scheme, the stitched results are not as consistent. These results clearly show that constraining the solution yields a more consistent mosaic. The worse results obtained by the optimization using standard least squares optimization stem from the characteristics of the method. Standard least squares optimization just distributes the error evenly over all equations and does not distinguish between good and bad fits. The naive consecutive alignment without optimization show the expected bad results.

B. Visual Evaluation

The presented algorithm was furthermore tested visually on several real-world examples. Slides from histology, cervical cells and blood smears were scanned and then stitched. Fig. 5 exemplary shows a histologic slide of artificially grown human skin tissue stitched with the presented method. By visual inspection almost no offsets between neighboring
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our mosaicing algorithm provides highly accurate results. The results show visually and quantitatively that the results of synthetic images can give a ground truth comparison of different stitching schemes. We also used real-world images and evaluated the method that uses synthetic images to provide accurate quantitative evaluations under realistic conditions. We extended our previous work, where we did our best to provide quantitative accuracy of the stitching schemes under worst case assumptions. But in real-world applications neither the shading is as extreme nor are there usually so many empty overlap areas. Thus, one should not take the values as presented in Tab. I as absolute but rather as a means of ground truth comparison of different stitching schemes.

VI. CONCLUSION

We presented an extension of our algorithm for automatic stitching of microscopy images. We treat stitching as a parameter optimization problem which we solve globally for all images in parallel. Non-equality constraints make it necessary to apply an optimization technique that can handle such constraints. Using the Karush-Kuhn-Tucker theorem we use quadratic programming to solve the system of equations.

As in our previous work, we did our best to provide quantitative evaluations under realistic conditions. We extended the method that uses synthetic images to provide accurate ground truth. We also used real-world images and evaluated the results. The results show visually and quantitatively that our mosaicing algorithm provides highly accurate results.
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\mu_0 \pm \sigma_e$ [pixel]</th>
<th>$\tilde{\mu}_0$ [pixel]</th>
<th>$\min_e$ [pixel]</th>
<th>$\max_e$ [pixel]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consecutive alignment</td>
<td>208.679 ± 279.442</td>
<td>104.766</td>
<td>0.003</td>
<td>2620.28</td>
</tr>
<tr>
<td>Least squares optimized stitching</td>
<td>60.976 ± 48.521</td>
<td>47.789</td>
<td>0.100</td>
<td>424.102</td>
</tr>
<tr>
<td>Weighted least squares optimized stitching</td>
<td>4.111 ± 12.523</td>
<td>0.822</td>
<td>0.002</td>
<td>307.827</td>
</tr>
<tr>
<td>Quadratic programming based optimization</td>
<td>1.820 ± 2.774</td>
<td>0.820</td>
<td>0.002</td>
<td>71.883</td>
</tr>
</tbody>
</table>

Table I: Positioning error results obtained by evaluating 150 synthetic slides of size 20 × 30 FoV and a probability of an empty overlap area of 20%. The error is given as mean $\mu_0$, standard deviation $\sigma_e$, median $\tilde{\mu}_0$, minimum $\min_e$ [pixel] and maximum $\max_e$ of the Euclidean distance between the supposed translational vector to the neighboring fields of view and the translational vector calculated by stitching.

Fig. 5. An example of a histologic specimen of artificially grown human skin tissue. 35 × 10 FoV were scanned using a 20−fold objective. The FoV were mosaiced using the proposed method. (Skin equivalent courtesy of Fraunhofer IGB, Department Cell and Tissue Engineering.)